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1. Consider an optimization problem of the form

min f(x)
S.T. Ax = b

hj(x) ≤ 0 j = 1, . . . , r
x ∈ X,

(1)

where

• f : Rn → (−∞,+∞] is a convex function

• A is an m× n matrix and b ∈ Rm

• For j = 1, . . . , r, hj : Rn → R is a differentiable convex function

• X is a convex set.

Let ai denote row i of A, i = 1, . . . ,m, represented as a column vector. Suppose that
there exists a point x ∈ Rn with the following properties:

• x ∈ ri dom f

• Ax = b

• For j = 1, . . . , r, hj(x) < 0

• x ∈ riX.

Show that for x∗ ∈ Rn to be a solution of (1), it is necessary and sufficient that there
exist λ∗ ∈ Rm and µ∗ ∈ Rr such that

0 ∈ ∂f(x∗) +
m∑

i=1

λ∗i ai +
r∑

j=1

µ∗j∇hj(x
∗) +NX(x∗)

r∑
j=1

µ∗jhj(x) = 0

Ax∗ = b hi(x
∗) ≤ 0, i = 1, . . . , r µ∗ ≥ 0.

You may use results proved in class.

2. (a) Let K ⊆ Rm be a convex cone. Show that for any x ∈ K,

NK(x) = {y ∈ K∗ | 〈x, y〉 = 0}
TK(x) = cl {z − αx | z ∈ K, α ≥ 0}
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(b) Suppose A is an m×n matrix and b ∈ Rm, and let Z = {x ∈ Rn | Ax− b ∈ K }.
Show that, for x ∈ Z,

NZ(x) = cl {A>λ | λ ∈ K∗, 〈Ax− b, λ〉 = 0} . (2)

For the remainder of this problem, assume that the “cl” operation may be dropped
from (2); for an example of a condition guaranteeing this may done, see Proposi-
tion 1.5.8 on page 65 of the Bertsekas text.

(c) Let f : Rn → R be a differentiable function, and consider the problem

min f(x)
S.T. Ax− b ∈ K (3)

Show that if x∗ ∈ Rn is a local minimum for (3), there must exist λ∗ ∈ Rm such
that

∇f(x∗) + A>λ∗ = 0 λ∗ ∈ K∗ 〈Ax∗ − b, λ∗〉 = 0.

3. For each of the following choices of f : R→ (−∞,+∞], compute the convex conjugate

function f̂ :

(a) f(x) = 1
2
x2

(b) For a, b ∈ R, a < b, setting f = δ[a,b], that is, f(x) = 0 whenever a ≤ x ≤ b, and
otherwise f(x) = +∞

(c) f(x) = ex (the standard exponential function).
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